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Abstract 

The community detection algorithm based on label propagation could discover latent community structure in a complex network by 

propagating the label of node between neighboring nodes. Due to the uncertainty and randomness involved in the propagation process, 

the output community structure is often unstable and lacks precision. The Local-Structure-Based Community detection algorithm 

propagates the label as an entity instead of propagates the labels of individual nodes, while defying the influence of label on the basis 

of the local structure in the network. Experiments shows that, applied on complex network data-bases, the algorithm can output high 
quality community structure, and the output was stable. 
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1 Introduction 

 
Complex networks is a complex systems in the form of 
abstract expression in the real world [1]. Enterprise 
Network is an application example in the field of 
economics and management of complex networks. 
Enterprise network performs as a diagram form, composed 
of connecting nodes and edges. These nodes represent 
participants in economic activities like enterprises and 
organizations. Edges of the enterprise network represent a 
natural or man-made relationship in accordance with 
certain rules between participants. And in the perspective 
of inter-firm knowledge transfer and exchange research, 
Edges represent the knowledge transfer and exchanged 
contact between individual participants. Information as a 
key factor in business decisions, all activities between 
enterprises can be regarded as the behavior of access to 
information and knowledge processing. Enterprises learn 
interaction through the network to improve their ability to 
obtain information and to help them accelerate the 
development. 

Community structure is an important topology feature 
of enterprise network. Several community structures 
compose of a network and there exists a more closely 
connection between nodes in the same network and 
relatively sparse one in the different network. Community 
structure in enterprise network, equivalent to functional 
units or organization groups which have common 
characteristics in reality. It is of great significance to study 
on corporates, such as public opinion analysis and early 
warning, accurately finding the target groups to create a 
more suitable business environment and so on. 

Because community represents most activities of 
enterprise nodes in the network, in-depth study on the 
community can understand the knowledge information and 
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community information of the community, as well as the 
development of the its organization structure, etc. Now 
many blog sites and online social networking sites have to 
rely on advertising to launch commercial revenues. 
However, not all are suitable for a wide commercials 
blanket deliver. Those for certain populations are more 
suitable for delivery within the relevant community, so as 
to make advertising audience more targeted, and to save 
resources, which also reflects the commercial value of a 
community study. The premise to realize these values is to 
find out the community in social networks. So, how to find 
out community structure of complex networks is the key 
issues of current research. 

Although community discovery problem has been 
studied a lot of times, there still exist some fundamental 
issues which remain unresolved, like how to reduce the 
required amount of computation has been a research focus. 
Large number of algorithms have been developed and one 
of the most efficient and rapid calculation is the label 
propagation algorithm. The label propagation was first 
used by Zhu et al. [2] in 2002 as a semi-supervised learning 
method based on graph to solve the machine learning 
problem. It uses nodes marked with a label information to 
predict the label information of unlabelled nodes. It also 
uses the relationship between samples to build the 
complete graph model, in which there exists labelled and 
unlabelled data. Its edges represent similarity between two 
nodes, the label of the ones transmit to other nodes 
according to the similarity. As a fast and efficient 
algorithm, it is used in the community discovery of the 
literature [3, 4]. It also attracts scholars’ wide attention and 
is widely applied to multimedia information classification, 
virtual communities mining and other fields. 

The label propagation algorithm uses single node to 
transform its label. When there are several candidate labels 
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adjacent to a vertex point, it will randomly select one node. 
This approach greatly reduces the stability and precision 
of the algorithm, which makes community structure shock 
repeatedly or makes transmission happen between them. 
And it eventually leads to instability of the results. This 
paper proposes a new label propagation algorithm, which 
uses similarity of the local structure and makes all nodes 
with the same label spread as a whole. Actually, it 
effectively avoids the shock of local structures and to 
improve the accuracy of the community structure. 
However compared to this, the old algorithm propagated 
the most influential labels in a single node which prove to 
be low-efficiency. 

 

2 Related work 

 

Community structure. 
Many scholars put forward the concept of communities 

in a complex network, but has not yet reached consensus 
on a uniform and an effective mathematical model of 
community has not been established either. Literature [7-9] 
thought that community structure is a structure 
characteristic in a complex networks between macro and 
micro. And it is an organization form of network nodes, 
which makes the connection density within the 
communities higher than that between communities. Feng 
[11] presents that community is a collection of a set of 
nodes with similar properties in the networks. And it also 
has a feature that a close relationship with the communities 
and a loose relationship between communities. However 
in Kang [12]’s eyes, community refers to the set of points 
which consisted of closely linked nodes. Gong [13] 
proposes that the community is divided by networks 
according to the nature of some kind, or certain kinds and 
it is composed of nodes and edges. Zhang [14] refers the 
community as the inner polyethylene sub-graph in the 
networks. There are more internal connections. By the 
above definition, we can infer that community discovery is 
a process to put the short distance or a higher degree of 
similarity of points together. The connection density is 
higher in the internal community which can be seen as a 
criterion whether there exists the close proximity of one 
another or a higher degree of similarity. 

The community detection algorithm based on label 

propagation. 

Based on the label propagation algorithm, its main idea 

is as follows: A given set of vertices V, including K nodes 

{V1, V2,..., Vk}. Initially each node is given a label, 

followed by updating the neighboring node’ labels which 

has most labels. After repeated iteration, those with the 

same label will eventually in the same community. 

The algorithm can be summarized as follows: 
1) Making the graph structure initialize. Assign a 

unique label (an integer usually) to each vertex as an 
identification of the community. 

2) All labels are updated. In a single iteration update 
process, for each vertex V, its label is replaced by the label 
of all adjacent nodes in the largest number of the label, to 
update their own labels. If there are multiple labels for the 
same maximum amount, then randomly select a label as 

the vertex label. After several iterations, each vertex’s 
neighbored label changes to stabilize. 

3) If reaching the number of iterations, then add up the 
labels and classify the same label as a kind. If not, then turn 
to step 2. 

The label propagation algorithm can form a better 
community structure in the ideal complex networks within 
the linear time. But it is worth noting that in the current 
label propagation algorithm, each vertex is initially 
assigned a unique label. So, every label has the equivalent 
propagating probability. However, there will still be two 
kinds of extreme situations: 1) Scattered and isolated small 
communities have emerged, forcing some communities in 
the true sense cannot be generated. The reason is each 
vertex has a unique and certain label, many vertexes with 
small influence will adversely affect those with great 
influence, which results in shocks. 2) The accuracy rate of 
community recognition is not high, because the nodes’ 
label is easy to spread among different communities, 
which makes mode of transmission wrong among different 
nodes. 

In conclusion, the reason for that above is there is no 
use of network-related characteristic, resulting in random 
spread. So, this paper proposes a new label propagation 
algorithm base on the local structure. The new one makes 
the label spread as a whole rather than a single node. 
 

3 The label propagation algorithm based on local 

structure 

 
The idea of the label propagation algorithm was inspired 
by the interpersonal phenomenon in our life: in real social 
networks, if a person's friends are all friends of another 
person, then the two of them and their friends will form a 
circle in general. The more mutual friends who appeared 
in two circles, the more possibility of becoming a 
community. Therefore, we can define "friends" number 
between two sets to reflect the impact of the set. In the 
following we will give several definitions of this set 
theory: 

Definition 1: Influence domain. 

Given an arbitrary set of A={V1, V2,... Vk}, its 

influence domain 

SA={V1, V2,…,Vk}∪{N1, N2,...,Nk} 

Among them: 

Vi is one of the nodes in the network, 

Ni to the neighbor node Vi. 

This definition, for a community/set, its influence by 

itself and it consists of connected nodes. 

Definition 2: Collection reachability. 

Call set A and set B is reachable 

 

Can be written as 

A B A B  

This definition implies that a community transmission 
of information must have mutual connection point. 

 BA SS
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Definition 3. 

Set the influence domain of A contains a collection of 

B, 

A B AA B S S S  
。 

Definition 3 points out that a person's friends is 
another man's friends with definitions in the online 
community. 

Definition 4. 

Effect of A on the B collection degree, 

 
A

BA

S

SS
BAInfu




 

That, if the set A and set B more closely linked, the 

influence between the greater degree of; if a community is 

not reachable in another community, its influence is 0. 

Definition 5. 
A set of A for a community, that there is B A  and 

C A  have founded the Infu (A->B) < Infu (A->B). 
This illustrates a community to any sub community in 

the degree of influence is the largest set. 
By the above definition, we obtain the following label 

propagation algorithm based on local structure: 
 

Input: G= (V, E) 

Output: node community set C={Ci}. 
1) Giving each node a community label Ci and then calculating 

the impact of each label domain. 

2) For each cluster, looking for communities contained in impact 
within its reach, and attributing. 

3) For each existing community labels, finding the most 

influential labels and attributing according to the label 
propagation algorithm. 

4) Stop once arriving at the community number, or else turn to 

step 2. 

 
In order to better illustrate the algorithm, we design an 

experiment to build a small network, as shown in Figure 1. 
When using the label propagation algorithm, each node’s 
label is initialized and arranged in node number. Here we 
will combine the algorithm and then list the steps of 
community detection in this networks. 
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FIGURE 1 simple network examples 

First, label every node and the value of the label is the 

node number. Each influence domain and the reachable 

node is stored in Table 1. 

TABLE 1 The initial node of the domain of influence, reach 

Node Effect of domain S Reachable node 

V1 V1, V3, V4 V1, V2, V3, V4, V5, V6, V7, V8 

V2 V2, V4 V1, V2, V3, V4, V5, V6, V7, V8 

V3 V1, V3, V4 V1, V2, V3, V4, V5, V6, V7, V8 
V4 V1, V2, V3, V4, V5, 

V6, V7, V8 

V1, V2, V3, V4, V5, V6, V7, 

V8, V9, V10 

V5 V2, V4 V1, V2, V3, V4, V5, V6, V7, V8 
V6 V4, V6, V7, V9 V1, V2, V3, V4, V5, V6, V7, 

V8, V9, V10 

V7 V2, V4, V6, V7, V9, 

V10 

V1, V2, V3, V4, V5, V6, V7, 

V8, V9, V10, V12 

V8 V4, V5, V7, V8 V1, V2, V3, V4, V5, V6, V7, 
V8, V9, V10 

V9 V6, V7, V9, V10 V4, V6, V7, V8, V9, V10, V12 

V10 V7, V9, V10 V4, V6, V7, V8, V9, V10, V11, 
V12, V13, V14 

V11 V11, V12, V14 V10, V11, V12, V13, V14 

V12 V10, V11, V12, V13, 
V14 

V7, V9, V10, V11, V12, V13, 
V14 

V13 V12, V13, V14 V10, V11, V12, V13, V14 

V14 V11, V12, V13, V14 V10, V11, V12, V13, V14 

For example, we can conclude that there exists 
1 3 ,S S

1 4S S  and Infu(1->3)=1, Infu(1->4)=1. Label 1 is 

contained by label 3 and 4, then we change label 1 to any 

one of label 3 or 4 according to the algorithm. We change 

label 1 to label 3 and update label 3’s influence domain. 

Then label 3 ‘s nodes have label 1 and 3 at the same time. 

However, the label 3’s influence domain contain label 4, 

all nodes label 3 will be updated to label 4. This update is 

according to labels rather than the nodes, which eliminates 

the random nature of the original algorithm. After 

eliminating all the labels contained, we can get the final 

label in the network diagram (Figure 2). 
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FIGURE 2 The label propagation intermediate results (circles 
represent the node enterprises; box represents its label) 

After a resolution, the rest of the tag value 4, 14, 6, 7, 
9, 10, 12. We found the label 7 for tab 4 impact for 0.4. 
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The 7 is changed to label 4. In this order, until all 
categories have good (Table 2). 

TABLE 2 A label and the influence attributed domain 

Label Up to label Effect of domain S 

4 6 7 1,2,3,4,5,6,7,8 

14 12 11 12 13 14 

6 4 7 4,6,7，8，9,10 

7 4 6 10 1,2,3,4,5,6,7,8 

9 6 10 4,8 
10 7 9 12 4,7,9 

12 10 14 4,6,8,10 

 

4 Experiment 

 
To test the performance of the algorithm proposed in this 
paper, we use the data samples in the fields of complex 
networks and conduct a comparing experiment. This 
experiment includes Karate, Dolphins, Football, Jazz, 
American Airlines network and Netscience [10]. In 
addition, we apply the Modular Measurement proposed by 
Newman and Girvan [14] to compare algorithm. They 
presented an indicator to evaluate the quality of 
community.  

The Modular Measurement was defined as follows: 

 
     

   e

ee
e

CHCH

CCHCHCH
CCNMI






0

00
0

,
,

 

C0 represents the original classified information, H(C) is 

Shannon entropy. When Ce is exactly equal to C0, 

NMI(Ce,C0)=1; when Ce and C0are totally different, 

NMI(Ce,C0)=0. 
The results are shown in Table 3. The NMI of label 

propagation algorithm is improved when compared to the 
original algorithm, especially the American Airlines 
network. The NMI of the original algorithm is 0, which 
means the original one has a large rate of errors. And our 
algorithm can detect the network structure and prove to be 
effective. As for the community numbers, we can detect 
more small networks. However, for large-scale scientific 
papers network, label propagation algorithm based on the 
local structure detects less. It explains that our algorithm 
can effectively avoid meaningless online community 
structure. 
 

 
TABLE 3 

Network 
The original NMI 

algorithm 

Based on the local 

structure 

The label algorithm 

NMI 

Community 

number 

Karate club network 0.3684 3 0.38711 4 

Dolphin network 0.51345 4 0.64877 5 

American University Football League Network 0.58432 12 0.60124 10 

Jazz musicians network (Jazz) 0.28221 2 0.34512 4 

America aviation network 0.0000 3 0.17323 10 

 

5 Conclusions 

 

Community detection is a hot issue in the complex 

networks field and it can reveal important structural 

features of the corporate network. In this paper, the new 

label propagation algorithm is based on the full study on 

the local structure of the network. The label spread as a 

whole rather than a single node, which avoid the instability 

and improve the quality of the community detection. 

Experiments show that our algorithm is easier to find out 

the community with higher quality, when c 
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